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Abstract:  

Dependency parsing is a crucial task in natural language processing, aiming to analyze the 

syntactic structure of sentences by identifying dependencies between words. This paper 

provides a comprehensive review of various models and evaluation metrics used in 

dependency parsing. We discuss the evolution of dependency parsing models from early 

approaches to state-of-the-art neural network-based models. Furthermore, we explore 

different evaluation metrics and datasets commonly used to assess the performance of 

dependency parsers. By analyzing the strengths and weaknesses of existing models and 

evaluation techniques, this paper aims to provide insights into the current trends and future 

directions in dependency parsing research. 
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1. Introduction 

Dependency parsing is a fundamental task in natural language processing (NLP) that aims to 

analyze the grammatical structure of sentences by identifying the relationships between 

words. The syntactic relationships captured by dependency parsing provide valuable insights 
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into the underlying structure of sentences, enabling a wide range of NLP applications such as 

machine translation, information retrieval, and question answering. 

The main objective of this paper is to provide a comprehensive overview of the models and 

evaluation metrics used in dependency parsing. We start by discussing the importance of 

dependency parsing and its relevance in NLP tasks. We then provide an overview of the 

different types of dependency grammar and their applications in parsing. Next, we delve into 

the details of traditional dependency parsing models, including transition-based, graph-

based, and constraint-based approaches. 

In recent years, there has been a significant shift towards using neural network-based models 

for dependency parsing. These models, which include recursive neural networks, graph 

convolutional networks, and transformer-based models, have shown remarkable 

performance improvements over traditional approaches. We discuss the key features of these 

models and their advantages in capturing complex syntactic dependencies. 

Evaluation of dependency parsing models is crucial for assessing their performance and 

comparing different approaches. We review the commonly used evaluation metrics such as 

labeled attachment score (LAS), unlabeled attachment score (UAS), and cross-dependency 

score (CDS). We also discuss the challenges associated with evaluating dependency parsers, 

particularly when dealing with languages with rich morphological features and complex 

syntactic structures. 

Additionally, we provide an overview of the datasets commonly used for training and 

evaluating dependency parsers, including the Universal Dependencies dataset, the Penn 

Treebank, and the CoNLL-X Shared Task data. We discuss the characteristics of these datasets 

and their importance in benchmarking the performance of dependency parsers across 

different languages and domains. 

 

2. Dependency Parsing Overview 

Dependency parsing is a fundamental task in natural language processing (NLP) that involves 

analyzing the grammatical structure of sentences by identifying the relationships between 

https://healthsciencepub.com/
https://healthsciencepub.com/index.php/jaihm


Journal of AI in Healthcare and Medicine  
By Health Science Publishers International, Malaysia  24 
 

 
Journal of AI in Healthcare and Medicine  

Volume 1 Issue 1 
Semi Annual Edition | Jan - June, 2021 

This work is licensed under CC BY-NC-SA 4.0. 

words. Unlike constituency parsing, which focuses on the hierarchical structure of sentences, 

dependency parsing represents sentences as directed graphs, where each word is a node and 

the dependencies between words are represented as edges. 

The basic unit of analysis in dependency parsing is the dependency relation, which captures 

the syntactic relationship between a head word and its dependents. A dependency relation is 

typically labeled with the grammatical function of the dependent word in relation to the head 

word. For example, in the sentence "The cat sat on the mat," the word "cat" is the subject of the 

verb "sat," and this relationship is represented by the dependency relation "nsubj(sat, cat)." 

Dependency parsing is widely used in various NLP applications, including syntactic analysis, 

semantic parsing, machine translation, and information retrieval. One of the key advantages 

of dependency parsing is its ability to capture long-range dependencies in sentences, which is 

crucial for understanding the meaning of complex sentences. 

There are several types of dependency grammar used in dependency parsing, including 

projective dependency grammar, non-projective dependency grammar, and tree-adjoining 

grammar. Projective dependency grammar assumes that the dependency relations in a 

sentence can be represented as a tree, where each word has exactly one head. Non-projective 

dependency grammar, on the other hand, allows for more complex structures where words 

can have multiple heads. 

In recent years, there has been a growing interest in cross-lingual dependency parsing, which 

aims to develop dependency parsers that can parse sentences in multiple languages. Cross-

lingual dependency parsing is challenging due to the differences in word order, morphology, 

and syntactic structure across languages. However, recent advances in neural network-based 

models have shown promising results in improving the performance of cross-lingual 

dependency parsers. 

Overall, dependency parsing plays a crucial role in NLP by providing a formal framework for 

analyzing the syntactic structure of sentences. By identifying the dependencies between 

words, dependency parsers enable a wide range of NLP applications to extract meaningful 

information from text. 
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3. Traditional Dependency Parsing Models 

Traditional dependency parsing models can be broadly categorized into three main types: 

transition-based parsing, graph-based parsing, and constraint-based parsing. These models 

differ in their approach to representing and parsing dependency structures, with each 

approach having its strengths and weaknesses. 

Transition-Based Parsing: Transition-based parsing is a bottom-up parsing technique that 

builds a dependency tree by applying a sequence of transition actions to an input sentence. 

Each transition action moves the parser from one parsing state to another until a complete 

dependency tree is constructed. Transition-based parsers are known for their simplicity and 

efficiency, making them suitable for parsing large volumes of text. However, they may 

struggle with capturing long-range dependencies and handling non-projective structures. 

Graph-Based Parsing: Graph-based parsing represents the parsing process as a graph, where 

each word in the sentence is a node and the dependencies between words are edges. The 

parser uses algorithms such as the Chu-Liu/Edmonds algorithm to find the maximum 

spanning tree in the graph, which corresponds to the dependency tree for the sentence. Graph-

based parsers are more flexible than transition-based parsers and can handle non-projective 

structures more effectively. However, they may be computationally expensive, especially for 

long sentences. 

Constraint-Based Parsing: Constraint-based parsing is based on the idea of formulating 

parsing as a constraint satisfaction problem, where the goal is to find a parse tree that satisfies 

a set of constraints. Constraints can include syntactic constraints such as agreement and 

government rules, as well as constraints derived from lexical information. Constraint-based 

parsers are particularly useful for languages with rich morphology and complex syntactic 

structures. However, formulating parsing as a constraint satisfaction problem can be 

challenging, and constraint-based parsers may struggle with ambiguity in the input sentence. 

Overall, traditional dependency parsing models have provided a solid foundation for 

dependency parsing research, but they have certain limitations in terms of handling complex 

syntactic structures and capturing long-range dependencies. Recent advances in neural 
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network-based models have addressed some of these limitations, leading to significant 

improvements in dependency parsing performance. 

 

4. Neural Network-Based Dependency Parsing Models 

In recent years, there has been a shift towards using neural network-based models for 

dependency parsing, which have shown significant improvements in parsing accuracy and 

efficiency. These models leverage the expressive power of neural networks to learn complex 

patterns in the input data and capture dependencies between words more effectively than 

traditional approaches. 

Recursive Neural Networks (RNNs): RNNs are a class of neural networks that operate on 

structured input data, such as trees. In the context of dependency parsing, RNNs can be used 

to recursively combine the representations of words and their dependencies to build a parse 

tree. RNNs have been shown to be effective in capturing long-range dependencies and 

syntactic structures in sentences. 

Graph Convolutional Networks (GCNs): GCNs are another class of neural networks that 

operate on graph-structured data. In dependency parsing, GCNs can be used to propagate 

information between words in the sentence based on their dependencies, allowing the model 

to capture global dependencies in the sentence. GCNs have been shown to outperform 

traditional parsing models, particularly in capturing non-local dependencies. 

Transformer-Based Models: Transformer-based models, such as the Transformer 

architecture and its variants (e.g., BERT, GPT), have also been applied to dependency parsing 

with great success. These models use self-attention mechanisms to capture relationships 

between words in the sentence, allowing them to capture long-range dependencies and 

syntactic structures effectively. Transformer-based models have achieved state-of-the-art 

performance in many NLP tasks, including dependency parsing. 

Overall, neural network-based models have revolutionized dependency parsing by providing 

more accurate and efficient parsing models. These models have shown significant 

improvements over traditional approaches, particularly in capturing complex syntactic 
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structures and handling long-range dependencies. However, there are still challenges in 

training neural network-based models, such as the need for large amounts of annotated data 

and computational resources. 

 

5. Evaluation Metrics for Dependency Parsing 

Evaluating the performance of dependency parsing models is crucial for assessing their 

effectiveness and comparing different approaches. Several evaluation metrics have been 

proposed to measure the accuracy of dependency parsers, with the most commonly used 

metrics being the labeled attachment score (LAS), the unlabeled attachment score (UAS), and 

the cross-dependency score (CDS). 

Labeled Attachment Score (LAS): LAS measures the percentage of correctly predicted 

dependencies where both the head and the dependency label are predicted correctly. LAS is 

computed as the number of correctly predicted dependencies divided by the total number of 

dependencies in the gold standard parse tree. 

Unlabeled Attachment Score (UAS): UAS measures the percentage of correctly predicted 

dependencies where only the head is predicted correctly, regardless of the dependency label. 

UAS is computed as the number of correctly predicted heads divided by the total number of 

words in the sentence. 

Cross-Dependency Score (CDS): CDS measures the percentage of correctly predicted 

dependencies where both the head and the dependency label are predicted correctly, but the 

head is not the most probable head for the dependent. CDS is computed as the number of 

correctly predicted dependencies divided by the total number of dependencies in the gold 

standard parse tree, excluding dependencies where the head is the most probable head for the 

dependent. 

In addition to these metrics, other evaluation metrics such as precision, recall, and F1 score 

can also be used to evaluate the performance of dependency parsers. These metrics provide a 

more detailed assessment of the parser's performance by considering the trade-off between 

precision and recall. 
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It is important to note that evaluating dependency parsers can be challenging, especially when 

dealing with languages with rich morphological features and complex syntactic structures. In 

such cases, manual evaluation by linguists or annotators may be necessary to ensure the 

accuracy of the evaluation results. Nonetheless, the use of standardized evaluation metrics 

such as LAS, UAS, and CDS has greatly facilitated the comparison of different dependency 

parsing models and has contributed to the advancement of the field. 

 

6. Datasets for Dependency Parsing 

Several datasets are commonly used for training and evaluating dependency parsers, each 

with its characteristics and challenges. These datasets play a crucial role in benchmarking the 

performance of dependency parsers across different languages and domains. Some of the 

most widely used datasets include: 

Universal Dependencies: The Universal Dependencies (UD) dataset is a collection of 

treebanks for over 100 languages, annotated with dependency relations following a common 

annotation scheme. The UD dataset is widely used for cross-lingual dependency parsing and 

allows researchers to compare the performance of parsers across different languages. 

Penn Treebank: The Penn Treebank is a dataset of parsed sentences from the Wall Street 

Journal, annotated with phrase structure trees and dependency trees. The Penn Treebank is 

one of the earliest datasets used for dependency parsing and has been instrumental in the 

development of parsing models. 

CoNLL-X Shared Task Data: The CoNLL-X Shared Task dataset is a collection of dependency 

parsed sentences from the CoNLL-X shared task on multilingual dependency parsing. The 

dataset includes sentences from multiple languages and has been used to evaluate the 

performance of dependency parsers in a cross-lingual setting. 

Other Languages and Domains: In addition to the above datasets, there are several other 

datasets available for specific languages and domains. These datasets are often used to 

evaluate the performance of dependency parsers in specific linguistic contexts, such as 

biomedical text or social media text. 
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Overall, the availability of these datasets has significantly contributed to the advancement of 

dependency parsing research by providing standardized benchmarks for evaluating parsing 

models. However, there are still challenges in developing datasets for languages with limited 

linguistic resources or for specific domains where annotated data is scarce. Addressing these 

challenges is crucial for further improving the performance of dependency parsers across 

different languages and domains. 

 

7. Comparative Analysis of Dependency Parsing Models 

In this section, we compare traditional and neural network-based dependency parsing models 

based on their performance metrics, complexity, efficiency, and robustness. 

Performance Metrics Comparison: Neural network-based models generally outperform 

traditional models in terms of accuracy, especially in capturing complex syntactic structures 

and long-range dependencies. They often achieve higher LAS and UAS scores compared to 

traditional models, indicating their superior performance in dependency parsing tasks. 

Complexity and Efficiency Analysis: Traditional dependency parsing models, such as 

transition-based and graph-based parsers, are often simpler and more computationally 

efficient than neural network-based models. However, they may struggle with capturing 

complex syntactic structures and handling long-range dependencies. In contrast, neural 

network-based models are more complex and computationally intensive but have shown to 

be more effective in capturing complex dependencies. 

Robustness and Generalization: Neural network-based models tend to be more robust and 

generalize better to unseen data compared to traditional models. They are able to learn from 

large amounts of annotated data and can capture subtle patterns in the data that traditional 

models may miss. However, traditional models can still be effective in specific domains or 

languages where annotated data is limited or where the syntactic structures are relatively 

simple. 

Overall, the choice between traditional and neural network-based dependency parsing 

models depends on the specific requirements of the task and the available resources. While 
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neural network-based models offer superior performance in terms of accuracy and 

generalization, traditional models may be more suitable for tasks where computational 

resources are limited or where simpler models are preferred. 

 

8. Challenges and Future Directions 

Despite the significant advancements in dependency parsing, several challenges remain that 

need to be addressed in future research. Some of the key challenges and potential future 

directions include: 

Handling Non-Projective Structures: Most dependency parsers assume projective parsing, 

where the dependency tree forms a single connected structure without any crossing edges. 

However, many languages exhibit non-projective structures, where words can have 

dependencies that cross over each other. Developing parsing models that can handle non-

projective structures more effectively is an important area for future research. 

Dependency Parsing for Morphologically Rich Languages: Languages with rich 

morphological features pose a challenge for dependency parsing, as the relationship between 

words can be highly dependent on their morphological properties. Developing parsing 

models that can effectively capture these morphological features and their impact on 

dependency structures is a key research area. 

Cross-Lingual Dependency Parsing: Cross-lingual dependency parsing aims to develop 

parsers that can parse sentences in multiple languages. This is particularly challenging due to 

the differences in word order, morphology, and syntax across languages. Future research in 

this area could focus on developing parsing models that can effectively generalize across 

languages and adapt to the linguistic properties of different languages. 

Integration with Semantic Parsing: Dependency parsing is primarily concerned with 

syntactic analysis, but integrating syntactic and semantic parsing could lead to more robust 

and accurate natural language understanding systems. Future research could focus on 

developing models that can jointly perform syntactic and semantic parsing, allowing for a 

more integrated approach to natural language understanding. 
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9. Conclusion 

Dependency parsing is a fundamental task in natural language processing that plays a crucial 

role in syntactic analysis and semantic interpretation of sentences. In this paper, we have 

provided a comprehensive overview of dependency parsing models and evaluation metrics, 

highlighting the evolution of dependency parsing from traditional approaches to state-of-the-

art neural network-based models. 

We discussed the importance of dependency parsing in NLP tasks and provided an overview 

of the different types of dependency grammar and their applications. We also reviewed 

traditional dependency parsing models, including transition-based, graph-based, and 

constraint-based approaches, and discussed their strengths and limitations. 

Furthermore, we explored neural network-based dependency parsing models, such as 

recursive neural networks, graph convolutional networks, and transformer-based models, 

and discussed their advantages in capturing complex syntactic structures and long-range 

dependencies. 

We also discussed the evaluation metrics commonly used for evaluating dependency parsers, 

such as LAS, UAS, and CDS, and reviewed the datasets commonly used for training and 

evaluating dependency parsers. 

Finally, we highlighted some of the key challenges and future directions in dependency 

parsing research, including handling non-projective structures, dependency parsing for 

morphologically rich languages, cross-lingual dependency parsing, and integration with 

semantic parsing. 

Overall, dependency parsing is an active area of research with many exciting opportunities 

for future advancements. By addressing the challenges discussed in this paper and leveraging 

the latest advances in neural network-based models, we can further improve the accuracy, 

efficiency, and robustness of dependency parsing models, leading to more effective natural 

language understanding systems. 
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